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Abstract | i

Abstract
Ensuring the use of high-quality data is essential in autonomous driving to
develop safe and reliable self-driving models. A necessary prerequisite for
this is to accurately assess data quality. This thesis investigates methods for
evaluating the quality of images and point clouds without relying on reference
data, known as no-reference image quality assessment (NR-IQA) and no-
reference point cloud quality assessment (NR-PCQA), respectively. Five
NR-IQA methods (IL-NIQE, TOPIQ, DB-CNN, QualiCLIP, and Q-Align)
and two NR-PCQA methods (MM-PCQA and MS-PCQE) were selected
and evaluated based on their ability to accurately assess weather-distorted
images and point clouds. The image data were sourced from the FGI dataset,
which consists of two drives in winter conditions, and the point clouds were
obtained from the REHEARSE dataset, comprising sensor data captured under
controlled weather conditions. The images and point clouds used in the thesis
were synthetically distorted with artificial fog and rain. The NR-IQA and
NR-PCQA methods were evaluated based on their ability to accurately rank
different versions of the same image or point cloud by distortion level. Among
the surveyed NR-PCQA methods, none demonstrated reliable performance
in ranking the distorted point clouds. While MM-PCQA outperformed MS-
PCQE, it still struggled to produce accurate rankings. In contrast, Q-Align
and IL-NIQE achieved the best performance among the NR-IQA methods,
while the others performed significantly worse. These findings suggest that
large multimodal models and natural scene statistics are particularly promising
approaches for assessing the quality of weather-distorted images. Conversely,
the results also suggest that NR-PCQA methods are not yet mature enough to
reliably evaluate point cloud quality in the autonomous driving domain.
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Chapter 1

Introduction

Autonomous vehicles (AVs) are becoming increasingly prevalent as more
companies invest in self-driving technology. In 2024-2025, 45% of car
manufacturers are either investing or planning to invest in autonomous vehicle
technology [1]. Currently, the market for autonomous vehicles is valued at
$122 billion, with projected revenues of $400 billion in 2035 [1].

The growing development of AVs is enabled by rapid advancements in
deep learning and other technologies that make sophisticated autonomous
systems possible [2]. The core of these systems lies in two key components:
a sensor suite that collects data about the vehicle’s surroundings and motion,
and an autonomous driving system (ADS) that interprets this data to control
the vehicle. Common sensors used in the sensor suites of AVs include cameras,
LiDAR, and RADAR. Cameras capture visual information of the environment,
which is typically used for tasks such as object detection and path planning.
LiDAR and RADAR generate point clouds of the surrounding environment,
enabling accurate estimation of distances to nearby objects.

A key challenge in autonomous driving is striking the right balance in the
quality of the training data used to develop the ADS. Training exclusively on
high-quality data captured in clear-weather conditions may limit the ADS’s
ability to generalize to environments with fog, rain, or snow [3, 4, 5]. However,
relying too much on low-quality data, such as weather-distorted images and
degraded point clouds, may degrade model performance in clear conditions
[6]. To ensure robust ADS performance, it is therefore important to maintain
a balance in the quality of data used during training, which in turn requires
reliable methods for assessing data quality.

This thesis aims to improve the current understanding of evaluating the
quality of both camera and LiDAR data. More specifically, it compares
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methods for evaluating the quality of images and LiDAR point clouds. The
thesis is carried out at RISE in collaboration with ROADVIEW [7], an
EU-funded project focused on developing perception and decision-making
systems for automated vehicles in harsh weather conditions. The thesis will
primarily interest ROADVIEW, as they seek to evaluate the quality of the
data collected by their vehicles. The project may also benefit autonomous
researchers who want to estimate the quality of image and point cloud datasets.

1.1 Background
The evaluation of images and point clouds can be divided into three fields: full-
reference quality assessment (FR-QA), reduced-reference quality assessment
(RR-QA), and no-reference quality assessment (NR-QA) [8, 9]. FR-QA
refers to methods where an image or point cloud’s quality is determined by
comparing it to a reference image or point cloud with assumed perfect quality.
RR-QA works by comparing the image to a set of extracted features from the
perfect reference image or point cloud. Finally, NR-QA refers to methods
where the evaluated images or point clouds are assessed independently,
without any reference information. Images and point clouds captured by
cameras and LiDARs on AVs lack corresponding reference data. This means
that only NR-QA methods will be useful in the quality evaluation.

The thesis is concerned with evaluating image and point cloud data affected
by weather-related noise. Weather events like rain, snow, and fog all affect the
performance of cameras and LiDARs. Cameras can be incapacitated by rain
or snow droplets on the lens [10]. In foggy conditions, cameras also struggle
to capture clear images, which complicates the process of object detection.
LiDAR performs better than cameras in light rain but struggles in moderate
to heavy rain [10]. In those conditions, the rain droplets can be mistaken for
obstacles, generating false points in the point cloud.

As previously mentioned, this thesis is conducted in collaboration with
ROADVIEW and is, therefore, aligned with its objective of improving the
performance of ADS in Nordic weather conditions. Accordingly, only weather
distortions common in the Nordics are considered within the scope of this
work. These weather distortions include rain and fog.



Introduction | 3

1.2 Problem
• RQ1: What methods are suitable for no-reference quality assessment

of images captured by vehicle-mounted cameras under Nordic weather
distortions?

• RQ2: What methods are suitable for no-reference quality assessment
of point clouds generated by vehicle-mounted LiDARs under Nordic
weather distortions?

1.3 Purpose
The overarching purpose of this thesis is to enhance the robustness and
reliability of autonomous vehicles in Nordic conditions. Specifically, the aim
is to improve the dependability of ADS by identifying methods for accurately
assessing the quality of weather-distorted data.

1.4 Ethics and Sustainability

1.5 Structure of the thesis
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Chapter 2

Background

This chapter begins with an overview of data quality and the research
fields of no-reference image quality assessment (NR-IQA) and no-reference
point cloud quality assessment (NR-PCQA). Subsequently, it examines
the evaluation strategies, methods explored throughout the thesis, and the
approach ultimately adopted. It ends with a discussion of the related work
in the field. Throughout this chapter and the remainder of the thesis, the term
no-reference quality assessment (NR-QA) is used to refer to both no-reference
point cloud quality assessment (NR-PCQA) and no-reference image quality
assessment (NR-IQA) methods.

2.1 Data quality in autonomous driving
Autonomous vehicles use a suite of sensors to navigate safely on the road,
with LiDAR and RGB cameras being among the most widely utilized. A
LiDAR operates by scanning the environment using one or several laser beams
and then detecting the reflected signal [11]. In most LiDAR systems used in
autonomous vehicles, distances to points are estimated using time-of-flight
(ToF) measurements. This means that the distances to surrounding objects
are calculated based on the time it takes for the laser pulse to travel to the
surface and then return to the LiDAR. In addition to the measured distance, the
LiDAR system records the corresponding azimuth (horizontal) and elevation
(vertical) angles, denoted as ϕ and θ, respectively. These angles, together with
the distance measurement, are used to compute the 3D Cartesian coordinates
of each point [11], creating a point cloud representation of the surrounding
environment. Furthermore, the system records the intensity of each reflected
laser pulse, which is the strength of the returned signal. This means that
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each point in the LiDAR output is represented in the form (x, y, z, i), where
(x, y, z) denotes the Cartesian coordinate and i represents the return intensity.
RGB cameras are also commonly used as sensors for autonomous vehicles,
as they can capture images with rich visual details of the environment. This
makes them particularly well-suited for tasks such as object detection and
classification, including the identification of road signs, pedestrians, and
surrounding vehicles [12].

Collecting autonomous driving data consists of several key steps. A set
of sensors has to be selected and mounted on a vehicle. The sensors must
also be calibrated to ensure that the collected data accurately represents the
surrounding environment. The next step involves driving the car along a set of
planned routes and collecting data via its sensors. This raw data is then usually
processed in several ways. One way this is done is by annotating images with
2D bounding boxes and point clouds with 3D cuboids to identify objects of
interest [12]. Alternatively, each pixel or each point cloud is assigned a label
describing which object or region it belongs to [12].

Several weather-related factors influence the quality of the collected
images and point clouds. Rain can significantly impair camera performance as
individual raindrops may stick to the lens, resulting in occlusions or blockages
that render images unusable. Additionally, fog can cause uniform visual
distortion, making it difficult to discern details and objects in the scene. Foggy
conditions also create problems for LiDARs as the LiDAR beam is attenuated
and backscattered. Attenuation occurs when fog droplets absorb and scatter
portions of the LiDAR’s laser energy, leading to a reduction in signal strength.
Backscattering occurs when part of the laser signal is reflected by fog particles,
resulting in false returns and noise in the point cloud. LiDAR typically
performs better in rainy conditions, as attenuation and scattering are negligible
in low to moderate rainfall. However, heavy and irregular rain causes lumps
of fog, which leads to similar problems with attenuation and backscattering.

Current approaches to evaluating the quality of AV data primarily focus on
assessing annotation quality [12, 13]. One key metric is consistency, which
refers to the degree of consistency in labeling objects throughout a dataset.
For example, if one type of vehicle is labeled as a car in one instance, it should
be labeled as a car in all other cases in which it appears within the dataset
[12]. Another key metric is annotation precision, which refers to the extent
to which the assigned labels in a scene accurately represent the actual state of
that scene.

This thesis distinguishes itself from prior research on AV data quality by
focusing on the intrinsic quality of the data itself, rather than on the quality of
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annotations or labeling.

2.2 No-reference image quality assessment
Methods of NR-IQA can be classified into distortion-specific and general-
purpose methods [14]. Distortion-specific methods are designed to evaluate
the quality of images affected by known distortions. Examples of such
distortions include JPEG and JPEG2000 compression, for which several
distortion-specific NR-IQA methods have been developed [15]. In contrast,
general-purpose methods are designed to evaluate the quality of images
regardless of the type of distortion. As weather-related noise comes in multiple
forms (snow, rain, and fog), only general-purpose methods will be considered
in this thesis.

2.2.1 Natural scene statistics
A prominent research area within general-purpose NR-IQA is the field of
natural scene statistics (NSS). IQA based on NSS relies on the insight
that high-quality natural images exhibit consistent statistical properties
[16]. Likewise, distorted images induce measurable deviations from these
properties. Using these insights, Mittal et al. [17] developed BRISQUE, an
NSS metric in the spatial domain that works by calculating mean subtracted
contrast normalized coefficients. These coefficients are subsequently fitted
to a generalized Gaussian distribution model and an asymmetric generalized
Gaussian distribution model. The resulting features are then fed to a support
vector machine that predicts the score.

While BRISQUE was shown to be superior to contemporary NR-IQA
metrics, one problem is that BRISQUE is an opinion-aware model that only
recognizes distortion types that appear in the model’s training data. This
makes it and other opinion-aware models incapable of accurately scoring
images with unknown distortion types. To address this issue, Mittal et al.
[18] introduced NIQE, an NSS metric similar to BRISQUE that doesn’t
rely on human-labeled training data. Whereas BRISQUE is trained on
features extracted from both natural and distorted images along with human
judgements, NIQE is exclusively trained on the NSS features of natural
images. It works by first extracting NSS-features from the test images and
then fitting those features to a multivariate Gaussian (MVG) model. The score
is computed as the distance from the fitted model to an MVG model of NSS-
features extracted from a set of natural images [18].
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Extending this approach, Zhang et al. [19] introduced ILNIQE, which
enhances NIQE by introducing three additional NSS features: quality-aware
gradient features, log-Gabor filter responses, and color distortions. ILNIQE
also computes quality scores for localized segments of the image and averages
those to get the score of the entire image.

2.2.2 Deep learning approaches
One consistent limitation of handcrafted approaches, such as NSS, is
finding representations that accurately model complex images and various
distortion types [20]. The advantage of a deep learning approach is that the
network automatically learns optimized feature representations without human
intervention. This makes deep learning approaches more robust, and as a
result, they typically outperform NSS models [21].

Kang et al. [22] introduced CNNIQA, a convolutional neural network
(CNN) for the task of NR-IQA. The network consists of one convolutional
layer, one max-min pooling layer, two fully connected layers, and finally,
a linear regression layer used for predicting quality scores. CNNIQA
outperforms several NSS IQA models, including BRISQUE, on the LIVE
dataset [22].

While CNN approaches, such as CNNIQA, have demonstrated strong
performance on NR-IQA, one problem is that the need for labeled data
increases as the networks become more complex. This is problematic as
acquiring large labeled NR-IQA datasets is both difficult and expensive. Liu
et al. [23] were able to circumvent this problem by generating image datasets
where the quality ranking between each pair of images is known. The authors
then use this data to train a Siamese network to learn to rank two images. This
knowledge is then transferred to a traditional CNN that does the actual quality
prediction.

Bosse et al. [24] developed WaDIQaM, a deep CNN capable of performing
both full-reference and no-reference IQA. The network, inspired by VGG16
[25], consists of ten convolutional layers and five max pooling layers for feature
extraction. It also uses two fully connected layers for regression. The authors
were able to overcome the problem of limited IQA data by training the network
on randomly sampled image patches.

One problem with existing CNNs in IQA is that training images have to
be of the same shape in batch training. This typically results in images being
resized to fit the specific network, which causes degradation. Ke et al. [26]
developed MUSIQ, a multi-scale image quality transformer that overcomes
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this problem. The network can process full-size images with different aspect
ratios and perform multi-scale feature extraction. This is done to capture image
quality across different regions of an image.

Other deep learning methods utilize CLIP [27], a neural network that
learns visual concepts from natural language descriptions. CLIP was trained
using contrastive representation learning on 400 million pairs of images and
text snippets. In representation learning, the goal is to learn an embedding
space where similar image-text pairs are close while dissimilar ones are far
apart. Wang et al. [28] created CLIP-IQA, an extension of CLIP for NR-
IQA using antonym prompt pairing. CLIP-IQA scores an image using the
following process. First, the cosine similarities of the image to the prompts
”good photo” and ”bad photo” are computed. The cosine similarities are
then used to compute a softmax function, which becomes the final score.
Using CLIP for NR-IQA, CLIP-IQA achieves competitive scores on image
benchmarks despite not being trained on human-annotated data [28].

A recent research trend is applying large multimodal (LMM) models
for NR-IQA. This is done as LMMs are capable of capturing complex
relationships between images and text information. Wu et al. [29] developed
a methodology for teaching LMMs to score images based on quality and
used that methodology on an extension of the mPLUG-Owl-2 LMM. The
methodology is based on the insight that LMMs, like humans, are better at
rating images using qualitative adjectives instead of using absolute scores.
This is because LMMs are trained to understand and generate human-like text.
Thus, the researchers converted the human mean opinion scores into discrete
levels: ’bad’, ’poor’, ’fair’, ’good’, and ’excellent’. The researchers employed
this method and extended the mPLUG-Owl-2 LMM to create Q-Align, an
LMM that can perform both IQA and image aesthetic assessment. Q-Align
performs comparably to state-of-the-art models while using less training data.

2.3 No-reference point cloud quality assess-
ment

NR-PCQA methods are typically classified into three types: model-based,
projection-based, and hybrid approaches combining both.
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2.3.1 Model-based NR-PCQA
Model-based NR-PCQA techniques extract color and geometry information
directly from 3D point clouds without projecting them onto a 2D plane [30].
Liu et al. [31] introduced ResSCNN, a model-based convolutional neural
network for NR-PCQA. ResSCNN is composed of three distinct modules,
each serving a specific purpose: hierarchical feature extraction, pooling
and concatenation, and score prediction. The hierarchical feature extraction
module consists of four blocks with three sparse convolutional layers each.
A sparse convolutional layer is a convolutional layer that only works on
the non-zero elements of the input data [32]. The point of using sparse
convolutional layers as opposed to standard convolutional layers is that point
clouds generally contain many empty voxels that do not contain any data. After
performing hierarchical feature extraction, the network pools the output into
64× 1 feature vectors, which are then concatenated to form a 256× 1 vector.
Lastly, the scoring module consists of two fully connected layers, PC-1 and
PC-2. PC-1 has 256 input nodes and 32 output nodes. PC-2 has 32 input
nodes and one final output node.

In addition to using deep learning, some NR-PCQA techniques take
inspiration from IQA and employ NSS to point clouds. Zhang et al. [33]
introduced 3D-NSS, which uses NSS and entropy on geometry and color
features of point clouds. 3D-NSS projects point clouds into several different
geometry feature domains. For each point in a point cloud, the 10 nearest
neighbors are calculated using the k-nearest neighbors (k-NN) algorithm.
These neighbors are used to calculate a 3 × 3 covariance matrix. Using
the covariance matrix, three eigenvectors are computed for each point in the
point cloud. These eigenvectors are then used to compute the curvature,
anisotropy (a measure of how geometrical properties vary depending on
direction), linearity, planarity, and sphericity. Furthermore, the point cloud’s
color information is converted from the RGB to the LAB color space, as LAB
better aligns with human color perception. The geometry and color features
are then used to compute a set of statistical parameters, including mean,
standard deviation, generalized Gaussian distribution (GGD), asymmetric
GGD (AGGD), and the shape-rate Gamma distribution. Finally, these
properties are used to train a support vector regression model.

2.3.2 Projection-based NR-PCQA
Projection-based methods for NR-PCQA differ from model-based ones in
that they start off by projecting the points in the point cloud onto a 2D
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plane. Most projection-based NR-PCQA methods employ V-PCC [34], an
encoding technique that decomposes a point cloud into a set of patches that are
orthogonally projected onto a 2D grid. The patches are then merged into two
video sequences: one containing geometry information and another containing
texture information.

Liu et al. [35] introduced PQA-Net, one of the first no-reference metrics for
point cloud quality assessment. The proposed methodology consists of three
modules: projection and feature extraction, distortion type classification, and
quality prediction. The projection is made by projecting the point cloud onto
six 2D image planes. Feature extraction is done via a CNN that consists of
four convolutional blocks that convert the image to a 64 × 6 feature vector.
The resulting feature vector is used to classify the distortion type, producing
a distortion probability vector. It also serves as input to the quality prediction
module, which consists of two fully connected layers. The quality prediction
module’s output is then multiplied with the distortion probability vector to
compute the point cloud’s score.

Chai and Shao [36] introduced MS-PCQE, a projection-based NR-PCQA
technique that uses projections of two different focal lengths. For each
focal length, the model projects the point cloud onto six planes (front, back,
left, right, up, and down). These projected images are then processed by a
residual neural network to generate feature maps, which are subsequently fed
into a ConvGRU module. The output is then passed through a mask-aware
transformer block with multi-head attention. This process is repeated four
times before the final output is processed by a multi-layer perceptron to predict
the point cloud’s score.

2.3.3 Hybrid methods
Hybrid NR-PCQA methods combine both projection-based and model-based
techniques. The purpose of this multi-modal approach is to capture distortions
that a single modality cannot. For instance, Zhang et al. [37] note that
structural damage and geometry downsampling are more easily detected in the
point cloud modality, while color quantization and noise are better detected in
the image modality.

Zhang et al. [37] introduced MM-PCQA, the first multi-modal approach
to NR-PCQA. MM-PCQA works by splitting the point cloud into sub-models
and then using a point cloud encoder to create quality-aware embeddings. The
projected images are rendered directly and encoded using an image encoder.
The point cloud and image embeddings are then fused using a symmetric
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cross-modality attention block. The results of this block are then fed to
a quality regression module. The authors emphasize that this multi-modal
technique outperformed all state-of-the-art NR-PCQA techniques it was tested
against. In a subsequent article, the authors introduced MM-PCQA+, an
enhanced version of MM-PCQA that integrated improved encoding techniques
and a sampling strategy that increases the proportion of visible points in
projections.

2.4 Related work
Several studies have surveyed and compared the performance of NR-IQA
methods. Manap and Shao [38] provides a systematic analysis of NR-IQA
approaches based on natural scene statistics (NSS) and machine learning,
evaluating their performance on the LIVE IQA database. Among the NSS-
based methods surveyed, BRISQUE had the best performance on non-
distortion-specific datasets and on three out of five distortion-specific datasets.
Among the learning-based methods, CBIQ, GRNN, SFLNIA, and CORNIA
each achieved the best performance on one or two distinct datasets.

Yang et al. [20] advanced this research by evaluating the performance of
deep neural network-based methods for NR-IQA. The authors benchmarked
deep neural network-based NR-IQA methods on three synthetic image quality
databases — LIVE, TID2013, and CSIQ — as well as on the authentic
LIVE Challenge database. The authors found that DNN-based approaches
generally outperformed conventional methods for NR-IQA. They also found
that BLNDER and HIQA had the best performance overall on the selected
datasets.

Yang et al. [16] present a thorough survey of NR-IQA techniques and
the benchmark datasets used in their assessment. The survey distinguishes
itself from earlier surveys, in part, by covering recent advancements in the
field, including the emergence of advanced deep neural networks (DNNs) and
large multimodal models (LMMs). However, the survey does not provide
performance results of the NR-IQA techniques it discusses on benchmark
datasets.

Evaluations of NR-PCQA techniques have also been performed. Zhou
et al. [9] surveyed the area of PCQA techniques, looking at model-based
and projection-based methods and their performance on four PCQA datasets.
While the review is not specific to NR-PCQA, it benchmarked several NR-
PCQA techniques on two NR-PCQA datasets. The results show that MM-
PCQA has superior performance, outperforming all other NR-PCQA metrics.
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Porcu et al. [30] surveyed the field of NR-PCQA directly. The authors review
the state-of-the-art in NR-PCQA concerning both techniques and datasets.
The authors don’t directly compare the performance of NR-PCQA methods
but instead use the results of [36], a paper that compares a novel NR-PCQA
metric to five existing metrics. The results of the comparison indicate that
MM-PCQA and MS-PCQE achieved the highest performance across the five
point cloud datasets used in the study.

2.5 Summary
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Chapter 3

Method

3.1 Literature search
A comprehensive literature search is conducted both to gain an overview of
the key topics of the thesis and to identify the most suitable methods within
each area. The key topics include NR-IQA, NR-PCQA, image distortion,
and point cloud distortion. The primary tool used for finding literature is
Google Scholar due to its broad coverage of scientific papers and journals.
In the literature search, both survey articles and original research papers are
considered. Survey articles are primarily used to gain a broad understanding of
the fields of NR-IQA and NR-PCQA, while original research papers provide
detailed information on specific methods. Both types of articles are also used
to compare the performance of NR-IQA and NR-PCQA techniques. During
the literature search, factors such as citation count, publication venue, year,
and language were considered to ensure the quality of the chosen articles.

3.2 Considered methods
Before selecting the method described in Chapter 3.3, two alternative methods
were considered. The first involved directly evaluating NR-IQA and NR-
PCQA methods on weather-distorted images and point clouds. The problem
with this approach, however, is that no dataset exists with subjective scores
for weather-distorted images or point clouds. Pursuing this option would
therefore require conducting a large-scale survey with human participants to
obtain subjective scores. Given the substantial effort required, this method
was ultimately rejected.

Another considered approach was to use object detection performance as
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(a) OD confidence on the two leftmost bounding boxes is 0.78 and
0.77

(b) OD confidence on the two leftmost bounding boxes is 0.85 and
0.87

Figure 3.1: Example where OD confidence does not correlate with differences
in image quality.
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a proxy for setting ground truth values for image quality. This idea relies on
the intuition that since images in AVs are ultimately used in object detection
algorithms, it is logical to assess image quality based on the confidence
of the object detection algorithm. The problem with this approach is that
object detection performance is not always correlated with image quality.
For instance, in figure 3.1, the two images are captured within a very short
interval and appear to have precisely the same quality. However, because the
vehicles on the right side of the scene are positioned closer to the camera in
the second image, the object detection algorithm assigns higher confidence
scores compared to the first image. Specifically, it assigns 0.85 and 0.87 in
the second image and 0.78 and 0.77 in the first. These confidence scores
represent the model’s estimated probabilities that the detected objects are cars.
If the ground truth was set based on these scores, the second image would be
assigned a higher quality score than the first, despite the two images exhibiting
identical quality. Thus, object detection confidence was deemed unreliable in
setting ground truth scores, and this approach was rejected.

3.3 Chosen approach
NR-QA metrics are typically evaluated by comparing their scores with
subjective scores provided by human subjects. However, this approach is not
feasible for this thesis due to the lack of AV image and point cloud datasets
scored by human subjects. Notably, no major survey on NR-IQA or NR-
PCQA mentions the existence of a dataset tailored explicitly to the AV domain
[16, 20, 30, 9].

The lack of suitable data motivates a different approach to the problem
of NR-QA evaluation. This approach, developed in collaboration with my
supervisor, Ian Marsh, relies on the insight that synthetic noise distortions
at various levels can generate datasets with known quality rankings. To
accomplish this, a reference image or point cloud is used and then distorted
several times with increasing levels of noise. This produces a set of images
or point clouds where the absolute quality of the samples is unknown, but the
relative quality rankings are known.

With this information, the method of evaluating an NR-QA method is as
follows. First, an image or point cloud set with known quality rankings is
generated using the method described above. The NR-QA method is then
applied to each sample in the set, generating a list of scores, which are
subsequently ranked. Finally, the performance of the NR-QA is evaluated
by comparing its rankings with the ground-truth rankings using Spearman



18 | Method

rank correlation coefficient (SRCC) and Kendall rank correlation coefficient
(KRCC). The evaluation of NR-IQA and NR-PCQA using these metrics is
described in greater detail in section 3.9.

The approach of applying synthetic distortions to generate image sets with
known quality rankings has previously been used in the field of NR-IQA. Liu
et al. [23] utilized it to generate RankIQA, an NR-IQA method trained to rank
image pairs distorted by four types of distortion. Additionally, Agnolucci et
al. [39] synthetically distorted images of varying levels and trained CLIP to
rank the images according to distortion severity.

The approach in this thesis differs from that of Liu et al. and Agnnolucci et
al. in a few distinct ways. First, it utilizes larger image sets with known relative
quality rankings rather than relying on sets with two or five images. Secondly,
whereas Liu et al. and Agnnolucci et al. use conventional image distortions
such as GB, GN, JPEG, and JP2K, the synthetic distortions in this work will
include weather-related distortions. Lastly, while previous work has used the
approach to train an NR-IQA method, this thesis employs it to evaluate NR-
IQA and NR-PCQA methods.

3.4 Dataset
The thesis utilizes two datasets for the evaluation: the Finnish Geospatial
Institute (FGI) dataset [40] and the REHEARSE dataset [41]. Each dataset
was chosen for different parts of the evaluation. The FGI dataset [40] includes
data from two drives: one urban drive around Otaniemi, Espoo, and another
covering both urban and rural scenery, extending from Espoo to Munkkivuori
in Helsinki. These two drives are referred to as Otaniemi and Munkkivuori,
respectively. The Otaniemi drive was captured during the day, resulting in
brighter images, whereas the Munkkivuori drive was captured in the evening,
resulting in darker images. Both drives were recorded on December 3, 2023,
during winter conditions and include LiDAR, RGB images, and thermal
camera data. The dataset is stored in ICE S3 storage and retrieved using the
boto3 API. The Munkkivuori drive consists of 6915 PNG images, while the
Otaniemi drive consists of 7851 PNG images. The REHEARSE dataset [41]
comprises LiDAR, image, and RADAR data collected from an outdoor test
track and an indoor tunnel using static sensors. The data is collected under
clear, rainy, and foggy conditions, with the rain and fog artificially generated
using sprinklers. Like the FGI dataset, the point clouds in the REHEARSE
dataset are stored in ICE S3 Storage and were retrieved using the boto3 API.
The point clouds are stored as binary files, each containing a sequence of points
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Figure 3.2: The ten reference images used from the Otaniemi drive.

of type (x, y, z, i) where (x, y, z) are the Cartesian coordinates and i is the
reflectance value.

The FGI dataset was selected for the NR-IQA evaluation due to its
authentic conditions, providing realistic winter road scenes encountered
during real-world driving. Although the REHEARSE dataset contains image
data, it is only images captured on a test track or in a tunnel, not in authentic
driving conditions. From each drive of the FGI dataset, 10 images are
randomly selected as reference images for the synthetic distortions. The
selected images can be seen in Figures 3.2 and 3.3. For the point cloud data,
the REHEARSE dataset was selected over the FGI dataset. The reason is
that initial experiments applying NR-PCQA methods to the FGI point clouds
yielded poor results. The REHEARSE dataset [41], recorded under more
controlled conditions, was therefore used instead. Only point clouds from the
outdoor test track were used. The indoor tunnel data were excluded because
extensive preprocessing was required to make the data compatible with the
NR-PCQA evaluation. A total of 40 point clouds were randomly selected from
the outdoor test track, comprising 20 captured in clear weather and 20 in rainy
conditions. Of these, 27 were recorded during the day, and 13 were recorded
during the night.
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Figure 3.3: The ten reference images used from the Munkkivuori drive.

3.5 Preprocessing images
The Albumentations Python library [42] is used to synthetically apply weather
distortions to images. Albumentations is an image augmentation library
featuring over 100 transformations for augmenting images. The selection of
Albumentations is motivated by its support for weather-related distortions,
particularly artificial rain and fog, as well as its ability to handle a wide range
of noise severities.

3.5.1 Synthetic rain distortion
Within Albumentations, the functional transform add_rain is used to create
synthetic images with rain effects. The add_rain transform adds semi-
transparent streaks to an image, simulating the appearance of raindrops. This
is achieved by first defining a set of coordinates as the starting points for the
raindrops, along with their slant angle, width, length, and color. Using this
information, add_rain utilizes OpenCV to draw a line for each specified
raindrop. add_rain also blurs the image using a box blur with a kernel
size determined by the blur_value parameter. Finally, it changes the
brightness of the image by converting it to HSV format and multiplying the
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value component by the brightness_coefficient parameter.
For each image selected in section 3.4, 100 versions with synthetic rain

are generated using the parameters outlined in Table 3.1. Parameters listed as
constants remain the same for all versions of the image. For parameters listed
as ranges [a, b], the values are linearly spaced across the n versions. Thus, the
first version has a value of a, the last version has a value of b, and the step
size is given by (|b− a|/(n− 1). To simulate a gradual and uniform increase
in rain-induced distortion, droplet_share is progressively increased to
simulate denser rainfall, while brightness_coefficient is decreased to
reflect reduced visibility due to the intensified rain. slant, drop_length,
drop_width, and blur_value are kept constant to maintain consistent
raindrop geometry and avoid abrupt visual changes. An example of three
versions of the same image with varying amounts of rain distortion is shown
in Figure 3.4.

3.5.2 Synthetic fog distortion
Fog effects are synthesized using the add_fog transform from Albumen-
tations. add_fog simulates fog by taking an input image, a fog intensity
coefficient (fog_intensity), a transparency value (alpha_coef) for
the fog particles, a list of coordinates specifying their positions, and a list of
their respective radii. For each specified fog particle, add_fog uses OpenCV
to draw a circle on a copy of the image. The image with the circle is then
blended with the original image using the following formula:

S(i, j, c) = αF (i, j, c) + (1− α)S(i, j, c)

where S(i, j, c) refers to the pixel value at location (i, j) and color channel
c in the original image, and F (i, j, c) refers to the corresponding pixel in the
fog circle. The blending factor α is given by the formula α = alpha_coef ×
fog_intensity.

Table 3.2 shows the parameters used to add synthetic fog noise to the
images. For each reference image across both locations, 100 versions
with synthetic fog are synthesized using the parameters in Table 3.2. The
progressive increase is linearly spaced, following the same approach as for the
rain-distorted images described earlier. Examples of an image distorted three
times with increasing fog severity can be seen in Figure 3.5
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(a) droplet_share = 0.003, brightness_coefficient = 0.924

(b) droplet_share = 0.005, brightness_coefficient = 0.848

(c) droplet_share = 0.007, brightness_coefficient = 0.788

Figure 3.4: The same image from Otaniemi with different amounts of rain-
related noise.
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Parameter name Explanation Value
droplet_share Proportion of pixels where a droplet

is placed. Since droplets are larger
than a single pixel, the total share of
affected pixels is greater.

[0.0, 0.01]

rain_drops Array of pixel coordinates indicat-
ing where droplets are placed. The
droplet placement is randomized
(seeded for reproducibility), and the
number of raindrops is controlled by
droplet_share.

slant The angle in degrees at which the
synthetic raindrops are applied.

15

drop_length Length of each raindrop in pixels. 20
drop_width Width of each raindrop in pixels. 1
blur_value The value N used in an NxN box

filter applied to the image. This
is done since rainy images are
typically blurrier [42].

7

brightness_coefficient Coefficient applied to each pixel
value to reduce brightness, as rainy
images are typically darker.

[1.0, 0.7]

Table 3.1: Parameters for the synthetic rain distortion
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3.6 Preprocessing point clouds
The work of Hahner et al. [43], in this thesis referred to as LiDAR_fog_sim,
is used as the tool for synthetically distorting point clouds. LiDAR_fog_sim
is a tool for augmenting LiDAR point clouds with simulated fog. The choice
to use LiDAR_fog_sim for point cloud distortion is motivated by two factors.
Firstly, it is a state-of-the-art tool that simulates fog in a physically accurate
manner [43]. Secondly, the authors provide the code necessary to distort any
point cloud, meaning that the tool requires minimal configuration.

Lidar_fog_sim simulates fog by extending an optical LiDAR model
proposed by Rasshofer et al. [44]. In the extended model, the authors
introduce two significant concepts: hard target and soft target. The hard target
refers to the surface that reflects the LiDAR pulse under clear weather, while
the soft target refers to the fog particles. The algorithm Rasshofer et al. use to
distort fog particles is outlined in Figure 3.6. For each point p, the algorithm
inputs the point’s intensity i, differential reflectivity β0, and the half-power
pulse width τH . The differential reflectivity models how much of the LiDAR
pulse is reflected back by the target object. The half-power pulse width is
a parameter that defines the duration over which a LiDAR pulse maintains
significant power around its peak.

The algorithm starts by calculating the distance R0 based on p. Lines 3-
5 compute the response intensity from the hard target ihard, factoring in the
attenuation coefficient α. Lines 6-8 numerically compute integrals used to
calculate the intensity from the soft target. This is done as the expression
doesn’t possess a closed form and is done for all distances R ∈ {0.1, ..., R0}.

Next, lines 9-11 compute the intensity from the soft target by taking the
largest value from the precomputed integrals itmpand multiplying that with
CAP0 and β. CA is a system constant, P0 the pulse’s peak power, and β is the
backscattering coefficient. On line 12, the algorithm checks if isoft > ihard. If
this is the case, then the point is shifted using a scaling factor, and its intensity
is changed to isoft. Otherwise, the point’s coordinates remain intact while
the point’s intensity value is changed to ihard. Lastly, a linear scaling of the
intensity values is performed.
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(a) α = 0.176

(b) α = 0.354

(c) α = 0.531

Figure 3.5: The same image from Munkkivuori with different increasing
amounts of foggy noise.
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Figure 3.6: The algorithm used to apply fog distortion to a particle p with
intensity i [43]
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Parameter Explanation Value(s)
fog_particle_share Proportion of pix-

els where a fog
particle is placed.
As particles are
larger than a sin-
gle pixel, the total
proportion of pix-
els is greater.

0.5

α Factor
determining
the visual strength
of the fog applied
to the image,
between 0 and 1.

[0.0, 0.7]

fog_particle_size Size of each fog
particle in pixels.

25

fog_particle_positions Coordinates
where fog
particles
are placed.
Randomized
and seeded for
reproducibility.

5

fog_particle_radiuses Radius of fog par-
ticles in pixels.

25

Table 3.2: Parameter values used for synthetic fog distortion.
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3.6.1 Point cloud distortion implementation
Adding synthetic fog to point clouds first involves precomputing the integrals
that are described on line 7 in figure 3.6. The integrals are computed using
Simpson’s 1/3 rule, a step size of 0.1 m, τh = 20 ns, and a maximum distance
R0 = 200 m. Each of the precomputed integral values is the same as in the
original paper describing the method [43].

The precomputed integrals are subsequently used to add synthetic fog
distortions to the point clouds. A set of 40 point clouds is selected from the
REHEARSE dataset, and each one is distorted with the parameters described
in table 3.3. For each point in each point cloud, the algorithm shown in Figure
3.6 is applied. All parameters, except α, are kept consistent with the original
paper to ensure alignment with the proposed fog simulation model. α is
progressively increased to simulate denser fog in the same linear manner used
in the synthetic image distortions. A visualization of a point cloud distorted
using three different α values can be seen in Figure 3.7.

Both MM-PCQA and MS-PCQE input point clouds of the form P =

{gm, cm}Nm=1 where gm ∈ R1×3 are the geometric coordinates and cm ∈ R1×3

consists of the RGB color information. As the point clouds in the dataset are of
the form (x, y, z, i) and do not contain color information, the color is inferred.
This is done by taking the reflectance value i, an integer between 0 and 255,
and setting cm = (i, i, i).

3.7 Selection of NR-IQA techniques
The number of NR-IQA techniques is too extensive to cover within the scope
of this thesis. Therefore, it is necessary to select a representative set of NR-
IQA methods. The decision is made to include one method from each of the
following paradigms in NR-IQA: NSS, CNN, attention, CLIP, and LMM. This
decision is driven by the aim of understanding how each paradigm performs
in the context of NR-IQA on synthetically weather-distorted images.

IL-NIQE [19] is selected as the NSS-based approach because of its
proven effectiveness on NR-IQA benchmarks and because it builds upon and
enhances earlier NSS-based NR-IQA techniques. DBCNN [45] is selected as
the CNN-based approach because, in a comparative study of deep learning
techniques, it achieved the second-highest performance among CNN-based
methods [20]. The top-performing method, BLINDER [46], is rejected as no
existing implementation of the algorithm is found. Topiq [47] is selected as
the attention-based method. It is chosen because it has demonstrated better
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Parameter name Explanation Value
α Attenuation coefficient which re-

duces the signal power.
[0.0, 0.25]

β Coefficient for backscattering,
which quantifies the portion of
the LiDAR signal that is reflected
directly back toward the sensor by
fog particles. The value of β is the
same as in the original paper.

0.046α/ ln(20)

β0 Differential reflectivity of the target. 10−6/π
τh Half-power pulse width 20 ns

Table 3.3: Parameters for the synthetic fog distortion of point clouds.

Figure 3.7: Visualization of three point clouds subjected to increasing
distortion levels. The blue point cloud corresponds to α = 0.03, the pink
to α = 0.06, and the yellow to α = 0.09.
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performance on NR-IQA benchmarks compared to similar methods, such as
TReS [48] and Musiq [26]. QualiCLIP [39] is chosen as the CLIP-based
approach as it outperforms other CLIP-based methods like CLIP-IQA [28]
and LIQE [49]. Finally, Q-Align is chosen as the LMM-based model as it has
achieved excellent performance on NR-IQA benchmarks [29]. A summary
of each of the chosen models can be found in Table 3.4. In this table, the
Dataset column refers to the dataset used during training. This information
was ascertained for all methods but IL-NIQE and DB-CNN. The Lower Better
column refers to whether a method interprets lower scores as corresponding to
higher image quality

All of the chosen NR-IQA techniques are sourced from the pyiqa library
[50], a Python toolbox for image quality assessment that implements both NR
and FR-IQA techniques. pyiqa is used because it implements all of the selected
NR-IQA methods. It also simplifies the evaluation process by eliminating the
need to locate and compile individual NR-IQA implementations.

3.8 Selection of NR-PCQA techniques
This thesis evaluates two NR-PCQA methods, and the reason for limiting the
scope to two methods is that each method requires significant configuration
and setup. Adding additional methods to the evaluation would be unfeasible
given the time constraints.

The selected NR-PCQA metrics are MS-PCQE and MM-PCQA. MS-
PCQE is selected because it has been shown in previous research to have
the best performance on several datasets. Porcu et al. [30] found that MS-
PCQE achieved the best performance among all tested NR-PCQA methods
on five NR-PCQA datasets. The authors of MS-PCQE developed multiple
models, each trained on a different dataset. In this thesis, the model trained
on the LS-PCQA dataset [31] is used. LS-PCQA is a large-scale NR-PCQA
dataset consisting of 104 reference point clouds, 31 distortion types, and 22568
distorted point clouds. This model is selected because LS-PCQA is by far the
largest and most diverse NR-PCQA dataset available [30].

MM-PCQA is chosen since it combines the strengths of projection-based
and model-based methods. Additionally, Porcu et al. [30] found that MM-
PCQA had similar performance to MS-PCQE and, for some distortion types,
even outperformed it. The specific MM-PCQA model used in this thesis is the
one trained on the WPC dataset [51, 52]. The WPC dataset comprises 20 high-
quality reference point clouds, along with 740 distorted versions. The point
clouds were distorted using five types of distortions. The model trained on the



Method | 31

WPC dataset is selected because it is the only predefined model provided by
the authors. While it is possible to train the model on a different dataset, this
falls outside the scope of the thesis.

3.9 Evaluation methods
NR-QA methods are typically assessed by comparing their predicted scores,
also called objective scores, with human evaluations of the same images
or point clouds. Human evaluations, also known as subjective scores, are
gathered by asking humans to score images or point clouds, typically on a
five-point scale [53, 30].

Using the subjective scores, NR-QA methods are typically assessed using
the following four metrics: Pearson linear correlation coefficient (PLCC),
Spearman’s rank correlation coefficient (SRCC), Kendall rank correlation
coefficient (KRCC), and Root mean square error (RMSE) [16, 30, 14].
PLCC and RMSE assess the accuracy of predicted scores by measuring their
deviation from corresponding subjective scores. In contrast, SRCC and KRCC
evaluate how well the predicted scores preserve the rank order of the subjective
evaluations. Since the point clouds and images used in this thesis do not have
subjective scores, PLCC and RMSE can not be used as evaluation metrics.
However, SRCC and KRCC remain applicable, as the distortion method
described in sections 3.5 and 3.6 generates ground-truth rankings of the images
and point clouds.

SRCC measures the prediction monotonicity of the NR-QA by comparing
the predicted scores with the ground-truth quality ranks. The formula is
expressed as:

SRCC = 1− 6
∑N

i=1 d
2
i

N(N2 − 1)
(3.1)

where di is the difference between the objective and ground-truth quality
rankings for image or point cloud i.

To illustrate the use of SRCC, consider the following example. Suppose
a point cloud has been distorted four times, with each version having an
increasing level of noise. These versions can be ranked in order of increasing
distortion as O = [1, 2, 3, 4]. An NR-PCQA metric then scores each of the
point cloud versions, and the scores are ranked from best to worst. This results
in the ranking P = [1, 3, 4, 2]. Calculating the SRCC is then done using the
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following calculation:

SRCC = 1− 6((O1 − P1)
2 + (O2 − P2)

2 + ...+ (On − Pn)
2)

N(N2 − 1)
(3.2)

= 1− 6((1− 1)2 + (2− 3)2 + (3− 4)2 + (4− 2)2)

4(42 − 1)
= 0.4 (3.3)

KRCC, like SRCC, uses ranks as opposed to absolute scores in its
evaluation [54]. It is computed by comparing all possible pairs of observations
and classifying them as concordant, discordant, or tied. For two variables
X = {X1, ..., Xn} and Y = {Y1, ..., Yn}, we consider all pairs {(i, j) : i <

j ≤ n}. A pair is concordant, discordant, or tied depending on the following
conditions: 

Concordant if (Xi −Xj)(Yi − Yj) > 0

Discordant if (Xi −Xj)(Yi − Yj) < 0

Tie if (Xi = Xj)⊕ (Yi = Yj)

With these definitions, the formula of KRCC (tau-b) is as follows:

τ =
C −D√

(C +D + TX) ∗ (C +D + TY )
(3.4)

where C is the number of concordant pairs, D is the number of discordant
pairs, TX is the number of ties in X , and TY is the number of ties in Y .

Using the same example as before, with ground-truth ranking of [1, 2, 3, 4]
and predicted rankings of [1, 3, 4, 2]. The concordant pairs (by index) are
[(0, 1), (0, 2), (0, 3), (1, 2)], the discordant ones are [(1, 3), (2, 3)], and there
are no ties. This means that the KRCC is calculated as:

KRCC =
4− 2√

(4 + 2 + 0) ∗ (4 + 2 + 0)
=

1

3

3.10 Scoring images and point clouds
Each set of distorted images is evaluated by the five selected NR-IQA methods,
which assign a score to every image within the set. These scores are
subsequently ranked and compared to the true quality ranking of each image
set by calculating the SRCC and KRCC, as outlined in Section 3.9. This entire
process is repeated for each of the distorted point cloud sets and NR-PCQA
methods.
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3.11 Analysis
A two-tailed permutation test is conducted for each NR-QA method to evaluate
whether its predicted rankings are correlated with the ground-truth rankings.
The hypotheses are defined as:

H0 : SRCCmean = 0

HA : SRCCmean ̸= 0

where SRCCmean refers to the mean SRCC value across all image or point cloud
sets, depending on whether the method is an NR-IQA or NR-PCQA metric.
The null hypothesis H0 states that the mean SRCC is 0, implying that there
is no correlation between the NR-QA’s scores and the ground-truth ranking.
The alternative hypothesis HA states that there is a statistically significant
correlation.

To estimate the p-value under the assumptions of the null hypothesis, the
rankings of the NR-QA method are randomly shuffled within each image
or point cloud set. For each permutation, the SRCC is computed using the
shuffled rankings and the ground-truth rankings. The resulting SRCCs are
then averaged across all sets, resulting in a permuted mean SRCC. This process
is repeated 5000 times, and the empirical p-value p̂ is computed as:

p̂ =
1

5000

5000∑
i=1

I(|SRCC(i)
mean| ≥ |SRCCobserved|)

where SRCC(i)
mean denotes the mean SRCC from the i-th permutation and

SRCCobserved is the mean SRCC obtained from the experimental data. I() is
the indicator function that is equal to 1 if |SRCC(i)

mean| ≥ |SRCCobserved| and
0 otherwise. 5000 is chosen as the number of permutations following the
recommendation of Marozzi [55]. As multiple hypotheses are tested, a Holm-
Bonferroni correction is performed to minimize the risk of Type 1 errors.

A Friedman test is applied to identify significant differences between two
or more of the selected NR-IQA methods. It is a non-parametric statistical
test suitable for comparing multiple methods across multiple datasets [56]. In
this evaluation, each dataset corresponds to an image set. The null hypothesis
states that the methods are equivalent, while the alternative hypothesis states
that at least one method differs significantly from at least one other method.
The chi-square distribution approximates the Friedman test statistic when the
number of methods or image sets is sufficiently large, typically greater than 5
[57]. In the evaluation, five methods and 40 image sets are used, indicating
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that the chi-square approximation is reasonable.
If the null hypothesis of the Friedman test is rejected, pairwise Wilcoxon

signed-rank tests are conducted to identify which NR-IQA methods differ
significantly. Additionally, for the NR-PCQA methods, a Wilcoxon signed-
rank test is performed to assess whether MM-PCQA and MS-PCQE differ
significantly.

A Wilcoxon signed-rank test including two methods, A and B, is
performed by first computing the differences D = A−B. The absolute values
|D| are then ranked, and zero differences are excluded. Then, the original
signs of the differences are reintroduced and summed up into two separate
sums. Positive differences are summed up into the sum

∑
R+, and negative

differences are summed up into the sum
∑

R−. A low p-value suggests a
statistically significant difference between the methods A and B. If

∑
R+ >∑

R− and p is sufficiently small, it suggests that A outperforms B [58]. By
contrast, if

∑
R− >

∑
R+ and p is sufficiently small, it suggests that B

outperforms A. Since multiple hypotheses are tested in the pairwise Wilcoxon
signed-rank tests for the NR-IQA methods, a Holm-Bonferroni correction is
applied to reduce the risk of Type I error.
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Method Approach Dataset Lower
better Description

IL-NIQE NSS – True NSS approach using a
multivariate Gaussian
model of image
patches, each assessed
with a
Bhattacharyya-like
distance. Final quality
score is obtained by
average pooling [19].

DB-CNN CNN – False Deep bilinear model
with two CNNs for
authentic distortions.
Their outputs are
pooled for final quality
prediction [45].

TOPIQ Attention-based KonIQ-10k False Top-down network
leveraging high-level
semantic features to
guide attention to
perceptually relevant
image regions. Uses
coarse-to-fine and
cross-scale attention
[47].

QualiCLIP CLIP KonIQ-10k False Self-supervised method
using CLIP to rank
synthetically degraded
images, removing the
need for subjective
scores [39].

Q-Align LMM
KonIQ-10k,
SPAQ,
KADID-10k

False LMM-based model
trained with
text-defined quality
levels rather than
numerical scores for
better alignment with
human ratings [29].

Table 3.4: NR-IQA methods included in the study
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Method Approach Dataset Lower
better Description

MM-PCQA Multimodal WPC False Multimodal approach that
utilizes 2D projections and 3D
submodels, fuses them using
cross-modal attention, and
regresses the result to a quality
score.

MS-PCQE Projection WPC False Projection-based approach that
merges projections of two focal
lengths into a ConvGRU
module, followed by a
dual-branch transformer, and
an MLP for score prediction.
[45].

Table 3.5: Table of NR-PCQA methods included in the study
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Chapter 4

Results and Analysis

Method SRCC (SD) KRCC (SD)
TOPIQ -0.496∗∗ (0.685) -0.443∗∗ (0.622)
DB-CNN 0.131∗∗ (0.872) 0.160∗∗ (0.805)
QualiCLIP -0.062∗∗ (0.756) -0.070∗∗ (0.696)
Q-Align 0.998∗∗ (0.002) 0.979∗∗ (0.015)
IL-NIQE 0.946∗∗ (0.094) 0.868∗∗ (0.156)

∗ p < 0.05 ∗∗ p < 0.001

Table 4.1: Mean SRCC and KRCC values of the NR-IQA techniques
across both distortion types and locations, with standard deviations shown
in parentheses. The p-values are obtained from permutation tests evaluating
whether the mean SRCC and KRCC differ significantly from 0

4.1 NR-IQA results
With 20 base images selected and two distortion types employed, a total of
40 image sets are generated, resulting in 40 SRCC and KRCC values per NR-
IQA technique. Table 4.1 presents the mean SRCC and KRCC values for the
NR-IQA techniques under evaluation. Notably, Q-Align achieves near-perfect
agreement with ground truth rankings, with mean SRCC and KRCC values of
0.998 and 0.970, respectively. In comparison, IL-NIQE also performs well,
with corresponding values of 0.946 and 0.868.

In contrast, the performance of TOPIQ, DB-CNN, and QualiCLIP is
considerably lower. QualiCLIP has a mean SRCC of -0.062 and a standard
deviation of 0.756, suggesting that the SRCC values are widely dispersed
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in both the positive and negative directions. DB-CNN has a higher mean
SRCC value of 0.131, but like QualiCLIP, its values vary widely, with a
standard deviation of 0.872. Interestingly, TOPIQ has a mean SRCC value
of -0.496 and a mean KRCC value of -0.443, indicating a strong negative
correlation between its scores and the ground truth scores. In other words,
it performs worse than random, consistently assigning higher scores to lower-
quality images than to higher-quality ones. However, TOPIQ also shows high
variability, with standard deviations of 0.685 for the mean SRCC and 0.622
for the mean KRCC.

The exact SRCC values of each NR-IQA method on each image set
can be seen in Figure 4.1. The points in the figure are grouped based on
location (Otaniemi vs Munkkivuori) and distortion (rainy vs foggy). Q-
Align has consistently high SRCC scores across the 40 image sets, regardless
of distortion type or location. Notably, it is not possible to discern any
subset of image sets where Q-Align performs worse. IL-NIQE also achieves
consistently high SRCC scores but performs slightly better on foggy image sets
than rainy ones. On the foggy image sets, IL-NIQE achieves an astonishing
mean SRCC of 0.999 with a standard deviation of 0.002. However, on the
rainy image sets, the mean SRCC is lower at 0.892 with a standard deviation of
0.110. Thus, IL-NIQE seems to struggle more with rain degradation than with
fog degradation. Interestingly, QualiCLIP achieves excellent performance on
the fog-distorted images from Otaniemi, achieving a mean SRCC of 0.966.
However, on the foggy image sets from Munkkivuori, the opposite is true,
as it achieves a mean SRCC of -0.977. Furthermore, the standard deviations
of these calculations are pretty minor, at 0.050 and 0.023, indicating that
QualiCLIP exhibits a strong consistency in its ranking of foggy images. This
suggests that location is the determining factor for QualiCLIP when assessing
foggy images. On the rainy image sets, the results are less consistent, with a
mean SRCC value of -0.118 and a relatively high standard deviation of 0.436.

Differences in performance based on location are also evident for TOPIQ,
which achieved a mean SRCC of 0.577 on the foggy Otaniemi image sets
and -0.928 on the foggy Munkkivuori image sets. The standard deviation
is relatively high in both cases. For the Otaniemi image sets, it is 0.494,
and for the Munkkivuori drive, it is 0.169. On the rainy image sets, TOPIQ
consistently exhibited clear inverse performance, often rating lower-quality
images as higher quality. It achieved a mean SRCC value of -0.815 and a
standard deviation of 0.177.

Inverse performance is also observed for DB-CNN on the rainy image sets.
It achieved a mean SRCC of -0.601 across all rainy image sets with a high
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standard deviation of 0.496. However, it achieved much better performance on
the foggy image sets across the two locations. On the foggy image sets from
Otaniemi, it achieved a high mean SRCC of 0.998, whereas on the foggy image
sets from Munkkivuori, the mean SRCC dropped to 0.730. This indicates that
DB-CNN, similar to TOPIQ and QualiCLIP, performed worse on images from
Munkkivuori than on those from Otaniemi.

Figure 4.2, 4.3, 4.4, 4.5, and 4.6 show a boxplot of the scores of the
NR-IQA methods across both locations and weather distortions. Every fifth
image index is considered, and each boxplot represents the distribution of
scores corresponding to the same image index. Figure 4.2 illustrates a general
downward trend in DB-CNN scores for the foggy image sets from Otaniemi,
and to a lesser but still notable extent, for those from Munkkivuori. These
trends suggest good performance as DB-CNN, like all other NR-IQA metrics
apart from IL-NIQE, assigns higher scores to images it considers to be of
higher quality. For the rainy image sets at both locations, the trend is slightly
upward, with SRCC values being negative in 16 out of 20 cases. Another
interesting result visible in Figure 4.2 is the sharp divide between the absolute
scores of the foggy and rainy images. Notably, not a single rainy image is
deemed as higher in quality than any of the foggy images.

The scores of TOPIQ are found in Figure 4.3, where it is noticeable
that the predicted scores of the foggy image sets from Otaneimi are rather
consistently decreasing, with a mean SRCC score of 0.577. Meanwhile, the
performance on foggy image sets from Munkkivuori is significantly worse,
with a mean SRCC value of -0.927. This is also evident in Figure 4.3 where
the Munkkivuori-foggy plot shows an upward trend across the image sets.
TOPIQ’s poor performance on rainy image sets is also evident from the slightly
upward trend on the Otaniemi-rainy and Munkkivuori-rainy image sets.

Turning to Figure 4.4, Q-Align demonstrates remarkable consistency in its
scoring ability across locations and weather distortions. A uniform downward
trend is observed across all conditions, without any outliers. The lowest
mean SRCC observed across all subsets occurs for the rainy image sets from
Munkkivuori, and even in this instance, Q-Align achieved an astonishing mean
SRCC of 0.996. Additionally, the small sizes of the boxplots indicate slow
variability in the scores among images within the same image index.

Moving on to Figure 4.5, it is clear that QualiCLIP is highly inconsistent in
its scoring. Figure 4.5 shows a distinct downward trend in scores for Otaneimi-
foggy, indicating good performance. However, the opposite is true for the
Munkkivuori-foggy image sets, where a striking upward trend in scores is
observed. On these image sets, QualiCLIP, like TOPIQ, exhibits a clear
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Figure 4.1: Distribution of SRCC values for the surveyed NR-IQA methods.

tendency towards inverse ranking, assigning progressively increasing scores
to images with progressively decreasing quality. The inverse rankings are
less pronounced but still present on the rainy image sets. QualiCLIP achieved
mean SRCCs of -0.121 and -0.115 on the rainy image sets from Otaniemi and
Munkkivuori, respectively.

Finally, the assigned scores of IL-NIQE are shown in Figure 4.6. Unlike
the other NR-IQA metrics, IL-NIQE assigns lower scores to images it deems
to have higher quality and higher scores to images it deems as having lower
quality. Figure 4.6 shows a clear upward scoring trend across both locations
and distortion types. The trend is more pronounced for the foggy image sets,
as reflected in the higher mean SRCC of 0.999. In contrast, the trend is less
evident for the rainy image sets, which have a lower mean SRCC of 0.892.
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Figure 4.2: Boxplot of DB-CNN scores for every fifth image index, showing
score distributions across weather and location variations
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Figure 4.3: Boxplot of TOPIQ scores for every fifth image index, showing
score distributions across weather and location variations
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Figure 4.4: Boxplot of Q-Align scores for every fifth image index, showing
score distributions across weather and location variations
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Figure 4.5: Boxplot of QualiCLIP scores for every fifth image index, showing
score distributions across weather and location variations
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Figure 4.6: Boxplot of IL-NIQE scores for every fifth image index, showing
score distributions across weather and location variations
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4.1.1 Statistical tests
The result of the Friedman test is 109.11, with a p-value of 1.126 × 10−22,
meaning that the null hypothesis of no significant differences between the
methods can be rejected at a 1% significance level. Thus, it can be
demonstrated with strong statistical significance that at least one method
consistently outperforms the others. Following the Friedman test, the results
from the pairwise Wilcoxon signed-rank tests are found in Table 4.2. In
this table, the model pair column lists each pairwise combination between
the models, where the difference is computed as the first method minus the
second. The statistic column lists the Wilcoxon signed-rank statistics,

∑
R+

lists the sums of the positive ranks,
∑

R− lists the sums of the negative ranks,
and the corrected p-value column lists the p-values after the Holm-Bonferroni
correction.

The column of corrected p-values shows that all values, except for DB-
CNN - QualiCLIP, are below 0.01. This means that, at the 1% significance
level, the null hypothesis of equal performance can be rejected for all model
pairs except DB-CNN and QualiCLIP. In the first four rows of Table 4.2, the
negative rank sum

∑
R− is substantially greater than the positive rank sum∑

R+ for all four comparisons. Therefore, it can be concluded that TOPIQ
is outperformed by all other models. The fifth row shows that there is no
significant difference between DB-CNN and QualiCLIP. The next two rows
show that DB-CNN is outperformed by both Q-Align and IL-NIQE. Similarly,
the two rows that follow demonstrate that QualiCLIP is outperformed by both
Q-Align and IL-NIQE. Finally, the last row indicates that Q-Align outperforms
IL-NIQE.
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Model Pair Statistic
∑

R+
∑

R− Corrected p-value
TOPIQ − DB-CNN 96 96 -724 0.000
TOPIQ − QualiCLIP 74 74 -746 0.000
TOPIQ − Q-Align 0 0 -820 0.000
TOPIQ − IL-NIQE 0 0 -820 0.000

DB-CNN − QualiCLIP 374 445 -374 0.646
DB-CNN − Q-Align 32 32 -788 0.000
DB-CNN − IL-NIQE 39 39 -741 0.000
QualiCLIP − Q-Align 4 4 -816 0.000
QualiCLIP − IL-NIQE 6 6 -814 0.000
Q-Align − IL-NIQE 96 724 -96 0.000

Table 4.2: Results of the Wilcoxon signed-rank tests after Holm-Bonferroni
corrections.

4.2 NR-PCQA results
The mean SRCC and KRCC values of MM-PCQA and MS-PCQE are found
in Table 4.3. The standard deviations of the various metrics are found in the
parentheses. Furthermore, each p-value is from a two-tailed permutation test
evaluating whether the mean differs significantly from 0. All the SRCC and
KRCC values in Table 4.3 differ from 0 at the 1% significance level. Moreover,
MM-PCQA has a mean SRCC value of 0.172 with a standard deviation of
0.401. This suggests a small and positive correlation between its assigned
scores and the ground-truth qualities of the point clouds. Additionally, a
standard deviation of 0.401 indicates that MM-PCQA exhibits inconsistent
performance across the 40 point cloud sets. Interestingly, MS-PCQE exhibits
a stronger negative correlation with the ground-truth qualities. It has a mean
SRCC value of -0.294 with a standard deviation of 0.343. This shows that
MS-PCQE, similar to some NR-IQA metrics mentioned earlier, consistently
rates lower-quality point clouds as having higher quality than those of better
quality. However, MS-PCQE is also inconsistent across the image set, with a
standard deviation of 0.343.

Table 4.3 shows the mean SRCC and KRCC of MM-PCQA and MS-
PCQE on the fog-distorted point clouds. MM-PCQA yielded a very weak
positive correlation, with a mean SRCC of 0.172 and a mean KRCC value
of 0.129. However, the high standard deviations of 0.401 and 0.312 suggest
inconsistent values across point cloud sets. MS-PCQE achieved a slight
negative correlation, with a mean SRCC of -0.294 and a mean KRCC of
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Metric SRCC (SD) KRCC (SD)
MM-PCQA 0.172∗∗ (0.401) 0.129∗∗ (0.312)
MS-PCQE -0.294∗∗ (0.343) -0.220∗∗ (0.275)

∗ p < 0.05 ∗∗ p < 0.001

Table 4.3: Mean SRCC and KRCC values of the NR-PCQA techniques on the
set of fog-distorted point clouds. The p-values are obtained from permutation
tests evaluating whether the mean SRCC and KRCC differ significantly from
0.

-0.220. Similar to MM-PCQA, MS-PCQE exhibited high variability with
standard deviations of 0.343 and 0.275, respectively.

Figure 4.7 plots the distribution of SRCC scores for both MM-PCQA and
MS-PCQE across weather distortions and time of day. MM-PCQA generally
achieved higher SRCC scores on point cloud sets recorded in clear weather and
during daytime. The mean SRCC for point clouds captured in clear weather
was 0.316, while for those captured during daytime, it was 0.237. However,
both cases had high variability, with standard deviations of 0.325 and 0.395,
respectively. MM-PCQA exhibited near-random performance on point clouds
captured in rainy and nighttime conditions, with mean SRCC values of just
0.028 and 0.051, respectively. As with clear weather and daytime conditions,
there was also high variability, with the standard deviation of 0.418 for rainy
sets and 0.384 for nighttime sets.

In contrast, MS-PCQE demonstrates greater consistency in its quality
predictions across varying weather conditions and between daytime and
nighttime settings. On point clouds captured in clear weather, MS-PCQE
achieved a mean SRCC of -0.298 (STD = 0.321), while in rainy weather, it
achieved a mean SRCC of -0.290 (STD = 0.364). Similarly, the point clouds
captured in daytime yielded a mean SRCC of -0.293 (STD = 0.337), and for
point clouds captured in nighttime, it achieved -0.297 (0.354). These results
suggest that MS-PCQE performs equally poorly across different weather
conditions and between day and night scenarios.

Figures 4.8 and 4.9 show boxplots of the scores of the NR-PCQA methods
across weather and time of day. Both plots contain 10 x-values, corresponding
to the 10 distortion severity levels within each point cloud set. Figures 4.8 and
4.8 show no clear upward or downward trend for MM-PCQA or MS-PCQE.
Interestingly, MM-PCQA assigns negative scores to many point clouds in the
dataset. This is noteworthy, as it does not occur for any point cloud in the
MM-PCQA training set. This result could be due to the point clouds in the
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Figure 4.7: Distribution of SRCC values for the surveyed NR-PCQA methods.

dataset being significantly different from those used to train MM-PCQA.

4.2.1 Statistical tests
A two-sided Wilcoxon signed-rank test is performed to determine whether
MM-PCQA and MS-PCQE differ significantly in performance. For this test,
the SRCC values of each method across the 40 image sets are used. The
resulting statistic is 90.5 with a p-value of 1.750153066180124∗10−5, meaning
that the null hypothesis that the methods perform equally well can be rejected
at the 1% significance level. In the test, the SRCC values of MM-PCQA are
subtracted from those of MS-PCQE. The resulting positive rank sum

∑
R+ is

90.5 while the negative rank sum
∑

R− is -729.5, indicating that MM-PCQA
significantly outperforms MS-PCQE
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Figure 4.8: MM-PCQA score distributions across distortion levels and
conditions.
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Figure 4.9: MS-PCQE score distributions across distortion levels and
conditions,
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Chapter 5

Discussion

Regarding the NR-IQA results, it is not surprising that Q-Align outperforms
the four other evaluated methods. As a state-of-the-art, large multimodality
model, Q-Align has demonstrated very strong performance on conventional
NR-IQA benchmarks. Q-Align was also trained on twelve NR-IQA datasets
that contained both authentic and synthetic distortions. While training on
both authentic and synthetic datasets typically reduces the accuracy of an NR-
IQA model, the authors of Q-Align report that their model avoids this issue.
This exposure to such a wide range of image content likely contributed to the
superior performance of Q-Align in the study.

What is more surprising is the poor performance of another state-of-the-
art NR-IQA method, namely QualiCLIP. As mentioned earlier, QualiCLIP
exhibited slight inverse performance on the rainy image sets, near-perfect
performance on the foggy Otaniemi image sets, and near-perfect inverse
performance on the foggy Munkkivuori image sets. Overall, the lack of
performance is surprising given that QualiCLIP has achieved impressive
results on traditional NR-IQA benchmark datasets. Additionally, the training
process of QualiCLIP much resembles the evaluation process used in this
thesis. QualiCLIP was trained by distorting images with increasing levels of
noise and learning by ranking the distorted images. This is quite similar to
the evaluation in this thesis, namely, distorting images and testing the NR-
IQA’s ability to rank them. One possible reason why QualiCLIP performed
poorly is that the degradations used in this study differ from those used to
train QualiCLIP. QualiCLIP was trained using 24 distortion types, none of
which included weather-related noise. This could have had a negative impact
on performance.

However, the fact that QualiCLIP was not trained on weather-related
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distortions cannot explain the significant difference in performance between
the foggy Otaniemi image sets and the foggy Munkkivuori image sets. This
difference in performance also occurs for TOPIQ and means that on foggy
images from Munkkivuori, both TOPIQ and QualiCLIP consistently assign
higher scores to images with worse perceptual quality. An example of this
can be seen in Figure 5.1. This discrepancy in performance is most likely
attributed to differences in scene and lighting between the Otaniemi and
Munkkivuori images. The images from Otaniemi are generally brighter and
mainly consist of urban settings, while the Munkkivuori images are captured
in rural environments and are darker. However, why these scene and lighting
differences result in such dramatic changes in performance is unclear. It is
also unclear why this does not occur for IL-NIQE, Q-Align, or DB-CNN.

Another notable result is the consistent performance of IL-NIQE. Despite
relying on NSS, a somewhat antiquated technique in the field of NR-IQA,
IL-NIQE outperforms QualiCLIP, DB-CNN, and TOPIQ. This is noteworthy
as QualiCLIP and TOPIQ, both clearly outperform IL-NIQE on conventional
NR-IQA benchmarks [47, 39]. One possible reason for IL-NIQE’s strong
performance is that synthetic rain and fog introduce consistent and predictable
deviations in luminance and contrast compared to natural high-quality images.
IL-NIQE may effectively detect these deviations by computing MSCN
coefficients, which capture local variations in luminance and contrast.

A critical methodological decision in the thesis was to avoid using human
subjective scores as the ground truth when evaluating images and point clouds.
This decision was necessary, as there are no existing datasets of images and
point clouds in the AV domain with subjective scores. However, it also has the
consequence that it is not possible to evaluate whether a method’s assigned
scores are reliable. It is therefore possible that one of the surveyed NR-IQA
metrics performs well in ranking images or point clouds, but that its absolute
scores do not align with human perception.

The choice to use synthetic rather than authentic weather distortions also
had its advantages and disadvantages. The main advantage was that it enabled
distorting images with precise severity levels, which was necessary to establish
ground truth rankings of the image and point cloud sets. However, the main
disadvantage of this approach is that real-world weather phenomena are often
more complex than what can be modeled using synthetic noise. For instance,
rainy conditions can lead to droplets on the camera lens, which cause total
or near-total blockages. The artificial rain generation cannot account for this.
Furthermore, foggy images often display a non-uniform distribution of fog.
Areas of an image with close objects may appear clearer, whereas areas that



54 | Discussion

(a) QualiCLIP score of 0.3047 and Topiq score of
0.2247

(b) QualiCLIP score of 0.4407 and Topiq score of
0.2861

Figure 5.1: Example where QualiCLIP and Topiq assign a higher score to a
perceptually worse-quality image
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depict distant backgrounds are more affected by fog. This is also something
that the synthetic noise generation does not consider. The fact that synthetic
noise does not fully model real-weather phenomena can be problematic, as a
model can perform well on synthetic data but still struggle with data captured
in authentic weather conditions. Therefore, it is crucial that the use of synthetic
distortions is complemented with testing on authentic data to ensure that these
systems perform reliably under real-world conditions.

Given the large number of NR-IQA methods in the literature, a selection
of methods was necessary to keep the evaluation manageable. The goal with
the selection was to cover a broad range of techniques that used different
paradigms for NR-IQA. This meant that only one method per paradigm was
included in the thesis. While this covers a broad range of techniques, it
does not cover the nuances within each paradigm. Therefore, it is essential
to recognize that alternative methods within these paradigms may yield
significantly different results. Different results could possibly also have been
obtained by using the same methods, but with different training datasets.

The poor results of the NR-PCQA models indicate that the field of
NR-PCQA is not yet mature enough to accurately assess AV point clouds.
Ms-PCQE exhibited a negative correlation with the ground-truth rankings,
indicating a failure to accurately rank point clouds of varying distortion
levels. Furthermore, while MM-PCQA achieved a statistically significant
positive correlation, its mean SRCC value of 0.172 is too low to indicate
practical usefulness. Additionally, the negative scores generated by MM-
PCQA indicate that the AV point clouds fall outside the distribution of point
clouds for which MM-PCQA was trained. This further highlights the limited
usefulness of MM-PCQA on AV point clouds.

The reason for the NR-PCQA model’s inability to rank point clouds is most
likely that NR-PCQA methods are primarily designed to assess the quality of
highly detailed colored point clouds. This is indicative by the fact that the NR-
PCQA benchmark datasets all contain highly rich and detailed point clouds.
For instance, in the WPC dataset [59], which was used to train MM-PCQA, the
mean number of points in each point cloud 1359007. In contrast, the number
of points per point cloud in the AV point clouds used in the thesis is in the tens
of thousands. The loss of color information in the AV point clouds is probably
also a factor that explains the lack of performance.
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Chapter 6

Conclusions and Future work

6.1 Conclusions
This thesis evaluated a set of NR-IQA and NR-PCQA methods on weather-
distorted data used in the field of autonomous vehicles. The evaluation
centered on synthetic weather distortions of images and point clouds, where
the relative quality rankings were known. In the case of images, synthetic
rain and synthetic fog were employed, whereas in the case of point clouds,
only synthetic fog was utilized. Among the five evaluated NR-IQA methods,
Q-Align and IL-NIQE demonstrated strong performance across all distortion
types, suggesting that large multimodality models and NSS models are suitable
for the task at hand. While both performed well, a Wilcoxon signed-rank
test revealed that Q-Align ultimately outperformed IL-NIQE. The NR-PCQA
evaluation showed that MM-PCQA outperformed MS-PCQE and achieved
a weak, statistically significant correlation. However, this correlation is too
weak to have any practical usefulness. Overall, the findings suggest that NR-
IQA is more mature and reliable for applications in autonomous vehicles than
NR-PCQA, which requires further research to be viable.

6.2 Limitations
The primary limitation of this thesis is the reliance on synthetic distortions
rather than authentic distortions. While synthetic noise simplifies evaluation,
it does not fully capture the complexity of real-world conditions. Furthermore,
the lack of human-labelled subjective quality scores meant that only rank-
based quality metrics, such as SRCC and KRCC, could be used in evaluating
the NR-IQA and NR-PCQA methods. Typically, NR-IQA and NR-PCQA
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methods are evaluated using both rank-based metrics and score-related
metrics, such as the Pearson linear correlation coefficient. This means that
relying solely on rank-based metrics is a significant limitation. Another
limitation is that only five NR-IQA and two NR-PCQA methods were
evaluated. Both NR-IQA and NR-PCQA are extensive fields of research
containing numerous methods. Therefore, this thesis does not provide a
comprehensive evaluation of how all NR-IQA or NR-PCQA methods perform
in relation to the problem at hand. Finally, the AV point clouds used in the NR-
PCQA evaluation differ significantly from those used to train the NR-PCQA
methods. The NR-PCQA methods are trained on point clouds containing
significantly more points and color information, which is not present in the
AV point clouds.

6.3 Future work
One way to extend this work is to create a benchmark NR-IQA dataset of
authentically distorted AV images with corresponding subjective scores. This
would enable the evaluation of NR-IQA metrics not only using rank-based
metrics, such as SRCC and KRCC, but also accuracy-based metrics, including
the Pearson linear correlation coefficient and root mean square error, which
are standard in the NR-IQA field. Using naturally occurring and authentic
distortions would also provide insight into whether the results in this thesis
generalize to the real world.

Another interesting research area is investigating the feasibility of online
NR-IQA, which involves evaluating image quality in real-time. This approach
has been used by Zhang and Eskandarian [60] and was missed during the
literature review of this study. Zhang and Eskandarian [60] explored online
NR-IQA of autonomous vehicles by creating the detection quality index (DQI),
which scores AV images based on saliency maps and the performance of object
detection algorithms. Based on this metric, they trained a neural network,
SPA-NET, to predict the DQI. Future research in online NR-IQA could explore
combining the DQI metric with one or more of the NR-IQA methods evaluated
in this study.

To enhance the performance of NR-PCQA metrics, future research could
utilize fused LiDAR and image data to generate colored point clouds. This
process involves calibrating the LiDAR and camera, projecting LiDAR points
onto the 2D image plane, and then recording the RGB values of each 3D
point based on the corresponding pixel in the image. Given that both NR-
PCQA metrics evaluated in the thesis require colored point clouds, their
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performance would likely be improved with authentic color information rather
than simulated color information, as used in this thesis.
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